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Sensing data collection and energy supplement are key issues of Wireless Rechargeable
Sensor Network (WRSN). Using mobile vehicles to collect data and supplement energy
can not only effectively reduce the node communication energy consumption, but also
ensure the continuity of network operation. We propose an energy-minimization path
construction algorithm based on dual-function vehicles for data collection and wireless
charging in order to minimize the network energy consumption. The algorithm consists
of three phases: adaptive network partition, anchor selection, and dual-function vehicle
path construction. A partitioning algorithm based on a minimum spanning tree is
proposed to divide the network into several regions in the adaptive network partition
phase. Anchor selection phase is used to obtain data collection points in each region. The

Anchor selection path construction phase is designed to construct a vehicle mobile path with anchors and

charging nodes. Finally, experiments show that the algorithm can not only effectively
reduce network energy consumption, but also prolong network lifetime and increase
collected data amount.

© 2021 Published by Elsevier B.V.

1. Introduction

Wireless rechargeable sensor networks (WRSNs) are composed of a large number of sensor nodes, which can be used
for environment monitoring, information transmission, traffic control, and home automation [1]. Efficient data collection
is determined by many factors, e.g., battery energy, routing schedules, sensor nodes distribution, and link constraints,
which makes sensing data collection one of the key issues in WRSN. Only using a multi-hop static routing method to
collect data will increase energy consumption, seriously reduce collected data amount and network lifetime. This method
makes the energy problem become an important constraint and challenge to restrict the wide application of sensor nodes.

Recent studies have proposed to utilize mobile vehicles for data collection and wireless charging. For data collection,
recent works generally use the combination of single-function data collection vehicles (DCVs) and multi-hop transmis-
sion [2-5] to transmit sensing data [6-9]. Some sensor nodes are selected as anchors to collect sensing data within their
coverage. DCV moves to each anchor to collect data in the anchors’ buffer pool. That not only reduces data collection delay
and redundant communication energy consumption caused by the transmission of neighbor node data, but also prolongs
network lifetime. Other studies use single-function wireless charging vehicles (WCVs) with wireless energy transfer to
solve energy constraints in WRSN. It can provide a more controllable, denser, and sustainable energy supply [10-12].
Thus, the network applies single function vehicles DCV and WCV to collect data and supply energy, respectively.
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In data collection and energy supplement algorithm based on mobile vehicles, network energy consumption is a
key factor to affect network performance such as network lifetime and collected data amount. Compared to energy
consumption per unit data collection and energy supplement, the mobile energy consumption per unit of vehicles is
larger. Thus, reducing the moving distance of vehicles is a significant way to decrease network energy consumption. When
WCV and DCV move to the same sensor node, they will cause double mobile energy consumption, prolong nodes service
waiting time, and degrade network performance. Therefore, this paper aims to use dual-function that simultaneous data
collection and wireless charging vehicles (DC-WCVs) to complete data collection and energy replenishment [13-15]. To
reduce data collection delay and communication energy consumption, some sensor nodes are selected as anchors to collect
data in their coverage. DC-WCV moves to each anchor in turn to collect data and supply energy, which makes the network
lifetime as long as possible. To avoid sensor nodes death caused by energy exhaustion, DC-WCV can selectively insert some
charging nodes into its mobile path. Therefore, this paper aims to design an algorithm for efficient data collection and
wireless charging to reduce network energy consumption and increase the collected data amount efficiently.

Considering the constraints of energy, buffer pool, and delay, this paper proposes a DC-WCV mobile path planning
problem for energy-consuming devices, sensor nodes, and DC-WCV, to minimize network energy consumption. To
solve this problem, an Energy-Minimization Path Construction (EMPC) algorithm is proposed to optimize the network
performance. The following itemizes the contributions of this paper.

e Partitioning the network into multiple groups. To ensure the data delay requirements and avoid the overload of
anchors in large-scale WRSN, this paper divides the sensors into several regions based on the distance of sensors
and the minimum spanning tree length in a region.

e Selecting the anchors for data collection. An anchor selection algorithm based on the node’s weight is proposed to
construct an appropriate set of anchors, so as to determine nodes must be accessed in a DC-WCV round.

e Constructing an efficient path for DC-WCV. On the premise of satisfying sensor nodes energy, vehicle energy, buffer
pool constraints, and data delay requirements, this paper designs an efficient DC-WCV path for anchors and charging
nodes to minimize the network energy consumption, extend the network life, and increase the amount of data
collected.

The rest of the paper is organized as follows. In Section 2, we present an overview of related work. Section 3 introduces
the system model and problem formulation. EMPC algorithm is described in Section 4. Section 5 presents the performance
analysis. Finally, we conclude the paper in Section 6.

2. Related work

To collect data and supplement energy efficiently in WRSN, data collection and wireless charging algorithms based on
dual-function vehicles have been designed to improve network performance. This section summarizes the work in three
aspects related to the scheme proposed in this paper, i.e., network partition [16-18], anchor selection [15,19-23], and
mobile path construction [13,24-29].

2.1. Network partition

To reduce energy consumption and data collection delay, a partitioning algorithm based on the minimum spanning
tree is proposed in [16]. In this algorithm, internal nodes transmit data to the base station in a multi-hop manner. External
nodes collect sensing data by using mobile vehicles. However, the number of WRSN nodes will affect the transmission
delay of internal nodes and the state of mobile element that collects data for external nodes. When the number of nodes
increases, the mobile element is always busy, and the transmission delay also increases sharply. In social networks with
obeying normal distribution, a minimum cut set algorithm based on the normal distribution and a subnet generation
algorithm are proposed in [17]. They make subnet and original networks have similar nodes degree distribution, which
can greatly reduce the computational complexity. However, this scheme cuts some nodes during the partitioning process
and retains the distribution similar to the original network. In contrast, each node in WRSN is very important, so this
method is not suitable for the scenario of this paper. A joint mobile data collection and wireless energy transmission
strategy responsible for data collection and energy replenishment is proposed in [18]. A Twice-Partition algorithm based
on Center Points (TP-CP) is proposed to divide the network into several regions according to the number of mobile vehicles.
Different from the TP-CP, our scheme uses the minimum spanning tree to adjust the number of nodes in each partition.
The number of nodes in each partition obtained is the same as possible, so that the performance of each DC-WCV can be
maximized.

2.2. Anchor selection

Both joint Wireless energy replenishment and anchor-point based Mobile Data Gathering (WerMDG) framework and
Anchor Selection algorithm based on Energy of sensor nodes (AS-E) are proposed in [19]. AS-E selects the smallest energy
sensor as an anchor to collect sensing data within its coverage area. In [20], a joint charging and data collection model is
explored, which follows three-step. Firstly, nodes are divided into clusters. Then, each cluster priority is calculated based
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on residual energy and location of nodes. Mobile devices stay in clusters to charge and collect data for nodes. Finally,
a scheduling algorithm is used to calculate the minimum number of mobile devices needed to ensure no node death.
However, when the sensor nodes are scattered, a large number of clusters will appear in the sensor network. The more
clusters, the longer the distance traveled by mobile devices, which is not conducive to the long-term operation of the
network. In [15], multiple DC-WCVs are used to collect data and supplement energy for sensors in WRSN. Three anchor
selection algorithms are proposed, which are based on the grid algorithm, the Dominating-Set-Based Algorithm (DSBA),
and the circular intersection algorithm. Besides, Periodic Energy Replenishment and Data Collection (PERDC) is proposed
to maximize network lifetime. In this algorithm, a DC-WCV is allocated to each feasible path through path constraints
to schedule a minimum number of mobile devices. A Periodic Multinode Charging and Data Collection (PMCDC) scheme
is proposed to keep a perpetual network operation to maximize the amount of data collected by the unit energy of the
DC-WCV in [21]. In PMCDC, an anchor point adjustment (APE) strategy is proposed to reduces the sojourn time and
the energy consumption of the DC-WCV and further improves the energy utility of the DC-WCV. However, the sensor
nodes are scattered, and the number of anchor points is larger, which causes more serious mobile energy consumption
in PMCDC. An anchor selection algorithm based on neighborhood node energy is proposed in [22]. Besides, a new mobile
device scheduling algorithm is designed to minimize number of mobile devices. However, the importance of node density
is ignored in the anchor selection algorithm, which may lead to the increase of the number of anchors, thus increasing the
mobile energy consumption of mobile devices. DC-WCVs move to anchors to collect data selected based on the number
of neighborhood nodes in [23]. Sensor energy is supplied in the coverage area of DC-WCVs. Compared with other sensor
nodes, anchors usually require more energy to maintain normal operation. The remaining energy of the sensor node is
not considered when selecting the anchor, which is not reasonable.

2.3. Mobile path construction

In [24], a greedy scheduling algorithm is proposed to maximize network lifetime for periodic energy replenishment
and data collection. Robust scheduling is very important to maximize network lifetime for wireless sensor networks [25].
The mobile charger scheduling problem for multi-node recharging with deadline constraints is studied in [26], which
aims to maximize the overall effective charging utility and minimize the traveling time for moving as well. In [13], each
DC-WCV is responsible for a unique path, which changes with time, effectively reducing data collection delay and node
communication energy consumption. However, it takes more energy to fully traverse each sensor node in each tour. In
fact, traversing some special nodes (e.g., nodes with high energy consumption) can also meet the requirements of normal
network operation. In [27], a novel low-cost code dissemination model is designed based on mobile vehicles with an
opportunistic communication style. However, the path construction scheme based on random traversal in WSN is easy to
cause the death of nodes due to energy exhaustion. A new network framework is designed for data collection and energy
replenishment in rechargeable sensor networks in [28]. It divides DC-WCV mobile path into two types, i.e., charging path
and data collection path. To maximize network utility, two paths are exchanged, each of which performs its own duties
and does not interfere with each other. Different from our method, this solution divides the mobile path of the DC-WCV
into charging path and data collection path. Accessing the same sensor node will require at least double mobile energy
consumption. Considering that sensor energy collection is inversely proportional to the square of transmission distance,
a remote relay method is proposed in [29]. This algorithm selects node nearer to DC-WCV as an anchor. In remote
relay mode, an optimal scheduling strategy is proposed to maximize network utility by combining power allocation,
relay selection, and slot scheduling. However, this solution is not friendly to large networks (e.g., networks with a wide
distribution area).

All in all, dual-function vehicles usually complete the process of data collection and energy replenishment through
network partition, anchor selection, and mobile path construction. Although some works mention constraints of network
devices energy and node buffer pool size, the impact of vehicle battery energy, mobile energy consumption, and
dual-function characteristics on the performance of the whole network is not fully taken into account.

3. System model and problem formulation
3.1. Network model

We consider a sensor network consisting N chargeable static sensor nodes, which are randomly deployed in a square
sensing area with side length R. Let S = {sq, S2, S3, ..., Sy} be the set of sensors. Each sensor node is equipped with a
wireless energy receiving module and battery. If two sensor nodes i and j are in the range of mutual sensing, there is
a physical link between node i and j communicating directly. Sensors are monitoring the surrounding environment to
obtain data and transmit sensing data to anchors by multi-hop transmission. Then DC-WCV moves to the anchors to
collect data and supply energy or moves to the charging node to supply energy. All DC-WCVs are equipped with wireless
energy receivers and sensing data receivers.

The network scene diagram is depicted in Fig. 1. The whole network consists of two types of devices: dual-
function vehicle DC-WCV that works as a data collector and energy transmitter, sensor nodes that perform to sense the
environment. In each round, DC-WCV taking base station as the starting and ending point visits each sensor in turn
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Fig. 1. Network scene diagram.

according to its service queue. At the end of a round, the network re-chooses anchors to avoid energy hotspots. DC-WCV
re-plans its mobile path according to new anchors. The base station is located at the center of the sensing area, which is
mainly used to process collected data and supply energy for DC-WCV. It can maintain network operation and ensure the
effectiveness of monitoring data.

3.2. Energy model

Due to the limited energy of sensors, energy consumption is an important factor to determine network performance.
Considering the constraints of battery energy, buffer pool, and data delay, this paper aims to design an efficient DC-
WCV mobile path to minimize the total energy consumption. Sensor nodes’ energy is used for sensing, receiving,
and transmitting data. The wireless communication energy consumption model is applied in [30]. e; means energy
consumption for sensing k bit data. e; and e, mean energy consumption for transmitting and receiving k bit data. e,
e; and e, can be expressed as

es(k) = E; x k, (1)
er(k, d) = (E; + & xd?) x k, (2)
e.(k) = E, %k, (3)

where d denotes the Euclidean distance between the transmitting and the receiving node. k means the amount of data
transmitted, the unit is bit. ¢ denotes unit bit energy output of the amplifier circuit. Es, E; and E, denote unit bit energy
output of sensing, transmitting, and receiving circuit respectively, which are fixed parameters, i.e., E; = E; = E, = 558
Nj/bit, &¢ = 33.66 Pj/bit/m? [27].

3.3. Problem formulation

This paper aims to design an efficient DC-WCV mobile path to minimize total energy consumption with the constraints
of battery energy, buffer pool, and data delay. In WRSN, the energy-consuming devices include DC-WCV and sensors. DC-
WCV'’s energy is mainly used for mobile, receiving sensing data, and supplying energy for nodes. Sensor battery energy
is mainly used for sensing, transmitting, and receiving data.

In large scale WRSN, DC-WCV may not be able to charge charging node or anchor in time, which may lead to node
death. Besides, multiple DC-WCVs may group in the same area and affect overall performance. To improve network
performance, this paper divides the network into M regions based on the number of DC-WCVs. DC-WCVs are deployed
in each region to collect data and recharge nodes. To minimize communication energy consumption and DC-WCV mobile
path length, some static sensor nodes are selected as anchors to collect data in their cluster. To ensure sensing data validity,
anchors need to be included in DC-WCV service queue in each round. When a charging request is sent by a sensor node
other than an anchor, DC-WCV needs to move to a charging node supplying energy to ensure the node survives and
prolong the network lifetime. The related notation definitions are shown in Table 1.

3.3.1. Dual-function vehicle DC-WCV

Assuming the number of sensor nodes in Ith region is N', where 1 < [ < M. M is the number of DC-WCVs in the whole
network. Let |[A| denote the number of anchors in the Ith region. A means the set of anchor queues in the Ith region,
where A = {A1, Ay, Az, ..., A} Let [A] < In| < N!, [n] means the number of nodes need to be serviced by DC-WCV in
a round. When |A| = |n|, the DC-WCV service queue in this round only contains anchors. When |A| < |n|, the DC-WCV
service queue in this round contains both anchors and charging nodes, where n = {ny, nz, n3, ..., nj;}. DC-WCV is used to
receive sensing data and supplement energy for nodes, which energy consumption consists of mobile energy consumption,
receiving sensing data energy consumption at anchors, and supplementing energy consumption for sensor nodes.
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Table 1

List of notation.

Notation Definition

N Set of sensor nodes in the whole network

M Number of DC-WCVs in the whole network

N! Number of sensor nodes in the Ith region

Ly DC-WCV tour length in a round

Emove DC-WCV moving energy consumption in a round

A round duration

Elara Receiving data energy consumption when DC-WCV at sensor i
E,&F Supplement energy consumption when DC-WCV at sensor i
T; Sojoum time when DC-WCV is at sensor i

f Data transfer rate from sensor to DC-WCV

n Energy transfer rate of DC-WCV

P; Energy consumption per second of sensor i

Enode Sensor battery energy

Epc_wev DC-WCV battery energy

b Buffer pool of sensor

D Sensing data delay constraint of sensor

L;wsr Minimum spanning tree length of partition [

Lavg_mst Average spanning tree length

(a) Mobile energy consumption. L means DC-WCV cycle path passing through the set n = {nq, nz, ns, ..., ny}. Lypin means

the shortest Hamiltonian cycle passing through the set n. Ly, means the valid path with maximal length passing through
the set n, where L = +/2(|n| — 2)ab + 2(a + b) [31,32]. a and b represent the length and width of the rectangular area
when the region is covered by a rectangle. L, means constructed path length of cycle path L. d; ;11 represents the length
of edge (n;, nj11) in set L. DC-WCV moving path length constraints can be expressed as

In|

Lmin < Lp = Z di,(i+1),mod|n| < Lmax~ (4)

i=1
The mobile energy consumption of DC-WCV in a round is
Einove = Lp€move, (5)
where e, means unit mobile energy consumption of DC-WCV.

(b) Receiving sensing data energy consumption at the anchor. We assume that the data sensing rates of all rechargeable
sensor nodes obey Poisson distribution with mean value A [32]. The maximum data sensing of a node is F)\‘](a). Because
of F;l(l) — 00, € is a value close to but not equal to 1. ¢ = 0.99 based on [32]. The maximum collected data amount by
DC-WCV from node i and the required energy are expressed respectively as

DATA; = F; '(e)IAil, (6)
Epura = F ' ()IAEr, (7)

where |A;| represents the number of nodes contained in the tree rooted by sensor node i. E, means energy output in the
receive circuit, which is a fixed parameter.

(c) Supplementing energy consumption for sensor nodes. DC-WCV can provide radio frequency energy for sensor nodes
while visiting sensors. According to the type of visiting nodes, DC-WCV’s service sensors can be divided into radiofre-
quency energy for anchors and radiofrequency energy for charging nodes.

Radiofrequency energy for anchors. The time receiving sensing data at anchor is usually longer than its supplemen-
tary energy time. To ensure the effectiveness of sensing data, the sojourn time at each anchor is equal to the time spent
on receiving perceptual data. Based on collected data amount at sensor i, the sojourn time at sensor i is

T, = DATA:/f, (8)

where f is the data transmission rate from the sensor to DC-WCV. When DC-WCV stays at the sensor node i, radiofre-
quency energy supplement by DC-WCV for sensor i is

Epe = Tieren, (9)

where egr is an energy transfer rate from DC-WCV to a sensor, which unit is J/s. n is the energy transfer efficiency of
DC-WCV.
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Radiofrequency energy for charging nodes. When the sensor battery energy is lower than a certain value, DC-WCV
will receive the charging request sent by the sensor. Then DC-WCV will insert the charging node into its service queue
and move to the node for wireless charging. Let t; be the sending time of charging request, t, be the arriving time of
DC-WCV moving to the charging node. Energy consumption by the charging node in this period is

Eyair = (&2 — t1)P, (10)
where P; denotes the unit energy consumption of sensor i in J/s, which can be expressed as
Pi=Exri+ Y Exrc+(ni+ Y o) x(E+edj), (11)
ceChildren(i) ceChildren(i)

where r; means data sensing rate for sensor i in bit/s. Children(i) denotes a set of children nodes of sensor i. ¢ € Children(i)
means sensor ¢ is a child of sensor i. Parent(i) denotes a set of parent nodes of sensor i. d; represents the distance
between sensor i and sensor j. Eq. (11) means the unit energy consumption of sensor i. It consists of data sensing energy
consumption, receiving energy consumption, and transmission energy consumption to the parent node.

To ensure sensing data effectiveness and replenishing charging nodes’ energy in time, DC-WCV leaves charging nodes
and serves the next node while replenishing node battery to a certain value. Thus, charging threshold of the sensor i
(i-e., Elbroshoa) i NOt more than the node battery capacity Enoge- Eljosnoq 1S MOt less than charging request threshold Elog
where E},; < E} oo < Enode- Because of different energy consumption per unit of each sensor node, the charging request
threshold is setting based on the sensor’s remaining time. When the residual time of node t is less than d;,qc/v, namely
Eﬁeq < tP;, the node immediately sends a charging request to DC-WCV. d,;,,x means distance between the farthest two
nodes in a region. The charging threshold ensures that each charging node has sufficient time to replenish energy. The

charging threshold of sensor i can be expressed as

ghreshold = (Enode — Ereq)\/ N!— L//Nl + Eieq’ (12)

where L' denotes the number of un-served nodes in the current DC-WCV queue. Eq. (12) shows that there is a negative
correlation between L' and E}, .- When L’ is larger, the corresponding Ej, ..., iS smaller. It ensures that charging
nodes can be serviced in time. Based on the charging request threshold and charging threshold, radiofrequency energy
supplemented by DC-WCV for sensor i is
Eslerve = E;hreshold - E;eq' (13)

When the number of DC-WCV service nodes is |n|, energy supplemented by DC-WCV for anchors is Z,‘i‘l Tiegrn.
Besides, energy supplemented by DC-WCV for charging nodes is Z}":‘f'A‘ Elerye based on (13).

Based on DC-WCV mobile path length, sojourn time at sensor i, and energy supplement for charging nodes, a round
duration is expressed as

AL Al
T=L/v+Y Ti+ Y E./exn, (14)
i=1 j=1

where v is the speed of DC-WCV. When |n| = |A|, it means DC-WCV service nodes only include anchors, and the time
consumed at charging nodes is zero. When the number of DC-WCV service nodes is |n| in a round, the energy consumption
minimization problem of DC-WCV can be expressed as

1A , Al [n|—IA| Ej
minEmo,,eJrZE,ngrZ%jL 3 % (15)
i=1 i=1 j=1

3.3.2. Sensor
Sensors’ energy is mainly used for sensing and transmitting data. Based on a round duration T, the energy consumption
minimization problem of sensors can be expressed as

NI
min » TP, (16)
i=1

X;j is a binary decision variable, which means whether arc(i, j) is on DC-WCV path. When arc(i, j) is on DC-WCV path,
xj = 1and i,j € N'; otherwise x; = 0. x; is

1, i,j)i DC-WCV path
Xy = { arc(i, j) is on path - (17)

0, Otherwise
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Based on the above energy consumption analysis, the minimizing network energy consumption problem can be
transformed into the following non-linear optimization problem.

Al , Al Ei [n|—I|Al Ej N!
MinEmove + ) Epara + D~ 4+ Y =+ 3 TP, (18)
i=1 iz - " i=1
= = = i
Subjected to
Lmin =< Lp =< LmaXv (19)
N
ZXU =1, (20)
j=2
A
ijl =1, (21)
j=2
F'(e)=r.ieN, (22)
F, '(e)lAIT < b, (23)
=0 M+, (24)
ceChildren(i)
TP < El/ + Esierve’ (25)
Al ) Al Ei [n]—IA| Ej
Emove + ZEEATA + Z L + Z = < EDC7WCV» (26)
i=1 io1 - "
= = J_
T <D, (27)

where Vi, c € N'. b means the size of the node buffer. [ represents the output data flow of sensor i. ﬁ” represents the
input data flow of sensor i. D denotes sensing data delay constraints. E/ is the residual energy of sensor i.

The optimization objective function, as shown in (18), represents the total energy consumption of dual-function
vehicles and sensors in a round. Eq. (18) indicates energy consumed by DC-WCV for moving, receiving anchors data,
supplying energy and sensors respectively in a round. Considering battery energy constraints, buffer pool constraints, and
perceived data delay constraints, this paper aims to plan and design an efficient DC-WCV mobile path to minimize the
total energy consumption.

These constraints can be explained as follows. Eq. (19) denotes DC-WCV moving path is a feasible and a connected
loop. Eq. (20) ensures DC-WCV starts from the base station in a round. Eq. (21) ensures DC-WCV eventually returns to
the base station in a round. Here, 1 represents the network base station. Eq. 222) indicates that data sensing rate obeying
Poisson distribution is always less than the maximum data sensing rate. F, '(¢) means the maximum data sensing rate.
Eq. (23) means data amount in sensor buffer is less than the sensor buffer pool size to avoid overflow phenomenon in
the worst case. T means a round duration. Eq. (24) denotes the data flow constraints of sensor nodes. The output flow
is equal to input data of its sub-nodes and its own sensing data flow. The constraint Eqs. (25)-(26) are battery energy
constraints of sensors and DC-WCV. Eq. (25) means the total energy consumption of the sensor is less than the sum of its
own energy and supplementary energy. Eq. (26) guarantees DC-WCV energy consumption for moving, receiving data, and
energy supplement never exceeds total energy, which ensure the vehicle can always return to the base station to replenish
energy. Eq. (27) means data delay constraints, which indicates a round duration is less than data delay to ensure data
effectiveness.

4. The proposed EMPC algorithm

An Energy-Minimization Path Construction (EMPC) algorithm is proposed to solve the objective function (18) by
designing DC-WCV mobile path satisfying (19)-(27). Firstly, the EMPC algorithm divides a WRSN into several regions
and deploys a DC-WCV for data collection and energy supply in each region. Then, some sensors are selected as anchors
to collect data. Next, the EMPC algorithm optimizes an efficient DC-WCV mobile path for sensors to minimize network
energy consumption. Finally, DC-WCV replenishes energy and/or collects data for sensors according to its mobile path.
EMPC algorithm is introduced in detail as follows.

Fig. 2 shows the process of EMPC. The rectangle area indicates the sensing area. Red pentagon at the center means
base station. The blue dotted line divides the sensing area into four regions in Fig. 2(a). There is a minimizing spanning
tree rooting at the base station in each region. In Fig. 2(b), some sensors are selected as anchors to collect data within its
area, which are represented by a solid diamond. Data transmission routing from the sensor to anchor is represented by
the black solid line. In Fig. 2(c), DC-WCVs’ tour paths are constructed by a gray dotted line. They consist of anchors and
charging nodes. On the one hand, the DC-WCVs move to the charging node and provide energy for it. On the other hand,
the DC-WCVs move to the anchor to collect its data and supply energy for it.
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Fig. 2. The process of EMPC.

4.1. Adaptive network partition

An adaptive Network Partition algorithm based on Minimum Spanning Tree (NP-MST) is proposed, which first chooses
M center points as the basis of the initial network partition. To ensure that selected M center points are dispersed and not
centralization, the whole network is divided into M regions according to sensing area shape and base station orientation.
Each region is covered by a rectangle. Then, center points are selected based on the minimum sum of the linear distances
of other sensor nodes in each region. In the Ith region, the sum of the distances from sensor i to other nodes is expressed as

NI
Si=) djV¥jeN. (28)
j=1

Then, the sensor with the smallest S; in each region is selected as the initial center point. Besides, the shortest routing
hop from the sensor to center points is the criterion of a network partition. The shortest routing hops set from sensor i
to M center points are calculated, H = {h}, hiz, R h?"} and Vi € N. The minimum h§ means sensor i will be assigned into
the Ith region, where 1 < | < M. Repeat this process until all sensors are assigned. Then the center points are recalculated
based on (28) in the new region. The whole network is repartitioned according to the shortest routing hop from the sensor
to center points. Repeat the network partition process until the center points result does not change.

There may be a large difference in the number of sensors between different regions after dividing the network. The
minimum spanning tree is used to adjust each region’s nodes. The adjustment process is divided into two steps The

adaptive network partition algorithm is shown in Algorithm 1.

Tree length calculation. The minimum spanning tree based on the base station (i.e., root node) is constructed in each
partition. Calculate the minimum spanning tree length L}, where 1 < | < M. The average spanning tree length

Lavg mst = iy k7 /M is calculated based on Ll

Node adjustment. The absolute value of the difference between L, and Lqyg mst is compared in turn. If all absolute values
are not greater than the constant of D_value, the partition ends. Otherwise, nodes with larger spanning tree length will be
divide into an adjacent partition with smaller spanning tree length. The principle of division is as follows. A line segment
has two endpoints. One is the base station. The other is any node in partition 1. Keep the endpoint of the based station
fixed and rotate the line segment. Divide a node that the line segment first meets in partition 2 into partition 1. After
traversing all regions, recalculate Lﬁvm and Lgyg mst. Repeated until the absolute value of the difference between L}V,ST in
each partition and Lq,g_msr is not greater than D_value.



P. Zhong, A. Xu, S. Zhang et al. Pervasive and Mobile Computing 73 (2021) 101401

Algorithm 1 NP-MST

Input: N sensor nodes, M DC-WCVs, center point list C.
Output: region N

1: Divide the network into M regions equally, denote nodes in the I"* region as N'.
2: Initialize part index m = 1, center point list copy C; = .
3: while m is smaller than M do

4 Nll — Nl.

5. while N”is; not exhausted do

6: Si= Z,N:1 dj, Remove node i in N'';

7

8

9

end while
Select min{S;, i € N'} and insert node i into C;
: end while
10: while C1 # C do
11: N1 =N;
12:  while N1 is not exhausted do
13: H={h!,h? - WM}

i

14: Remove node i in N1;
15: hﬁ‘/’ means shortest routing hop between node i to center point M;
16: Select min{h!, ¥i € N}, assign the node i into I'" region;

17:  end while

18:  Recompute the center point S; in each region, and insert node i into C1; C = C1;C1 = (;
19: end while

20: Compute minimum spanning tree length in each region L;,,ST, where 1 <[ < M;

21: Compute average spanning tree length Lqyg wmst;
I

22: Lavg mst = Y i1 Liysy /M

23: while L}, — Loyg mst > D_value do

24: m=1;

25:  for m is smaller than M do

26: Contrast the Ly, of adjacent partition in turn;

27: Put node i in partition with higher Ly, into the partition with lower Lij¢;
28: Recompute the Ly ;

29: end for
30:  Recompute the Lgyg msr;
31: end while

Fig. 3 shows the network partition result of NP-MST. 100 rechargeable sensor nodes are randomly distributed in a
square area of 100 m x 100 m. Sensing range of each node is d, = 15m. The red pentagon at the center of the sensing
area represents the base station. Sensor nodes are represented by four icons (cross character, hollow circle, asterisk, and
cross sign) after network partition. Fig. 3(a) shows the result of the equalization network. Fig. 3(b) show the results of
partitioning networks based on the shortest routing hops. Fig. 3(c) shows the result of partitioning the network based
on the minimum spanning tree. The number and distribution of sensors in Fig. 3(b) and (c) are different from those
in Fig. 3(a). The number of nodes in a single area is significantly different. Due to the same hardware configuration of
DC-WC(CVs, unbalanced network partition may lead to a long idle period of DC-WCV in the region with fewer sensor nodes.
However, the DC-WCV is always busy in the region with more nodes. After adjusting the network based on the minimum
spanning tree, the number of sensor nodes in each region of Fig. 3(c) is more uniform. The green dotted line represents
nodes divide changed areas compared with the previous picture. Fig. 4 shows the minimum spanning tree comparison
before and after adjustment. Fig. 4(a) shows the minimum spanning tree in each partition before adjustment. Fig. 4(b)
shows the minimum spanning tree in each partition after adjustment.

4.2. Anchor selection

Some sensors are chosen as anchors with high battery energy and good sociability to collect sensing data within the
coverage area. Therefore, an Anchor Selection algorithm based on the Density and Energy of sensor nodes (AS-DE) is
proposed to select some nodes as anchors.

Matrix X indicates whether any two nodes i and j are connected within k hops. Matrix X as

X — { 1, iandj are connected in k hops
i =

0, iandjarenot connectedinkhopsori=j

9
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Fig. 3. An adaptive network partition example of NT-MST.
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Fig. 4. The minimum spanning tree comparison before and after adjustment.

Sensor density refers to the ratio of the total number of nodes within k hops to the total number of nodes in a partition.
The density of sensor i can be expressed as

k
pi =1 Nyop(i)l/N', (30)

x=1

where Ny_pop(i) means neighborhood node-set in the x hop of sensor i, where |Z,’§=1 Ny_nop(i)l = D_ Xi. Weights of sensor
node i considering battery energy and sociability as

Wi = ap; + (1 — a)E;/Eo, (31)
Eo = min{E;|X; = 1}, (32)

where Ey denotes the minimum battery energy of node i in k hop neighborhood set. E; means residual energy of node i.
o represents importance, where 0 < o < 1.

Sensors are sorted from high to low in a partition based on sensor weight. Node with the largest weights is selected
as an anchor, which is added to anchor set A. Then remove the nodes within the anchor k hop neighborhood. Reselect
node with the largest weights. Repeat the process until each node in the partition has a unique anchor and satisfies the
constraint (19). If TSP path of anchors and base station is less than path threshold L,, a non-anchor node with the largest
weights is chosen to add to anchor set A. Repeat anchor addition process until the TSP is just less than L, and satisfies
the constraint (19). The anchor selection algorithm is shown in Algorithm 2.

Anchor selection is closely related to variable k, which can affect the data transmission path and sensors’ energy
consumption. Therefore, k is set to 2 based on Ref. [32]. 100 rechargeable sensor nodes are randomly distributed in a
100 m x 100 m square network. Fig. 5 shows an example of an anchor selection result based on AS-DE. Blue solid points
represent anchors. Black dotted lines represent TSP paths constructed by anchors and base stations. The four TSP paths
represent the shortest paths composed of anchors and base stations in four regions respectively.

10
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Algorithm 2 AS-DE

Input: sensor nodes N' in a region, connected matrix X.
Qutput: anchor point list A.

1 N =N,

2: while N'! is not exhausted do

3:  Compute node density p;;

pi = Y n_y N hop(DI /N

Compute W; = ap; + (1 — «)E;/Eo;

O<a=1;

where Eg = min{E;|X; = 1} and E; is node i battery;
Sort {W;} in an increasing order;

9: Remove nodeiin N1;

10: end while

N2 R

100

80

60

40

20

Fig. 5. An example of anchor selection.

Fig. 6 shows an example of data transmission in each partition. Solid blue dots are anchors for each partition. The red
solid line represents the sensing data transmission link. We can see that each sensor with multiple or zero child nodes
has a unique parent node. The data transmission link, anchor, and its members can be regarded as a data transmission
tree. The anchor is seen as the root and members are seen as descendant nodes.

4.3. Path construction

Set L = {l;|]1 < m < N;} denotes DC-WCV service queue. All anchors are included in set L. There may be charging nodes
in L, if DC-WCV receives charging requests. This paper aims to minimize network energy consumption by constructing
mobile vehicle paths. The vehicle path construction process is divided into anchor path construction and charging node
insertion.

4.3.1. Anchor path construction

Anchor path construction process consists of two steps. Firstly, a convex polygon is constructed by using some anchors.
Secondly, remaining anchors are inserted into the convex polygon. When any side of a polygon extends infinitely into a
straight line, the other edges are on one side of the line. This polygon is called a convex polygon. Set L' = {lp, I, o, ..., lja}
means residence points of vehicle in a region, where [ is the base station and |A| is anchors number. The convex polygon
is constructed with I as a starting and endpoint [33]. Polygon vertices set is {lp, l1, 5, ..., l:}. ¢ < |A|] means remaining
(|A]—c) anchors are not included in polygon vertices set. Let set L” = {l.41, lc42, - . ., lja—1, [|a} denotes remaining anchors.
Then, based on The Triangle Inequality Theorem (i.e., The sum of any two sides of a triangle must be greater than the
measure of the third side), the remaining anchors are inserted into the convex polygon to construct the shortest path of
all anchors. Let d(ly, I,) denote distance between I, and I,. I is the anchor to be inserted into the convex polygon and
la € L”. Dincrement (Ix, ly) represents movement increment that inserting an anchor Iy to adjacent points I, and I, in Path. It
can be expressed as

Dincrement(lx» ly) = d(lx» lcl) + d(lcl» ly) - d(lm Iy) (33)
11
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Fig. 6. Data transmission example diagram.

Select the minimum Djcrement(Ix, Iy) while Iy is inserted into two adjacent points I, and I, in Path in turn. Delete
anchor I, in remaining anchors set L”. And rearrange node number in Path. Repeat the process until the set L” is empty.
A vehicle moving path is Path = (lp, I, o, ..., I}, lp). The convex polygon scheme guarantees that only one tour can
be constructed and no extra distance will be added. The Triangle Inequality Theorem is the theoretical support of the
movement increment. The anchor with the minimum movement increment is inserted between the other two anchors to
ensure that the total path of the new tour is always minimal. The above two advantages ensure that the tour constructed
by the anchor path construction method is minimal.

4.3.2. Charging node insertion

The vehicle may receive charging requests at any time and only serves the next node in Path after serving the current
one. ChargingReq means charging request queue of charging node. Charging node will be inserted into ChargingReq once
the vehicle receives a charging request. When the vehicle leaves the current service node and chooses the next node in
Path, it first checks whether ChargingReq is empty. If ChargingReq is empty, vehicle directly chooses the next node in Path.
Otherwise, charging nodes in ChargingReq are ranked according to the remaining time of nodes. Node with the minimum
remaining time is marked as 1. Then charging nodes are ranked based on the distance between the vehicle and charging
nodes. Node with the minimum distance is marked as 1. On this basis, charging nodes are arranged in ascending order
according to sum of remaining time rank and distance rank. Besides, the first node i in ChargingReq is inserted into Path
based on (33) and judge whether the constraints (19)-(27) is satisfied. If it is satisfied, the node is inserted into Path and
ChargingReq = ChargingReq —i. Otherwise, traverse the next node in ChargingReq until ChargingReq traverses once. Finally,
the vehicle serves the next node based on the new Path.

Fig. 7 shows path construction process of DC-WCV. Fig. 7(a) shows DC-WCV mobile path Path = (lp, I, L, . . ., l10, lp)
composed of 10 anchors and base stations, where [y represents base station. Fig. 7(b) indicates that when DC-WCV moves
to 14, it receives charging requests from C;, C5, C3, C4. This paper assumes that charging node C; is inserted into DC-WCV
mobile path. Feasibility of inserting C; is judged by the optimization function constraints. Fig. 7(c) shows that optimization
function constraints are satisfied when charging nodes C;, C,, Cs are inserted into Path. TSP algorithm is used to construct
the shortest mobile path of charging node, anchors, and base station. Fig. 7(d) shows the re-numbering of service nodes
in DC-WCV Path. 1t is expressed as Path = (lp, I1, 5, . .., li3, ly), where [ is the starting point of Path.

5. Performance evaluation

We use a PC with 64 Intel(R) Core(TM) i7-4790 CPU 3.60 GHz, 8G memory, 1TB disk, and Matlab2016a for simulation.
We assume that the WRSN consisting of 100 sensors, a base station, and four dual-function vehicles DC-WCVs. Sensors
are randomly distributed in a square area of 100 m x 100 m. The base station is at the center of the sensing area.
The connection between two nodes indicates that two nodes can wirelessly communicate with each other. All sensor
nodes have the same hardware configuration and wireless transceiver module. Sensors data sensing rate obeys Poisson
distribution with A = 3 B/s. The initial energy of sensors is 50 | and the communication range is 15 m. Single hop
transmission delay is 1 s. Other parameters setting are f = 50 B/s, n = 30%, v = 3 m/s, Epc_.wcvy = 50 K], b = 10 M,
D =800 s, emove = 8.27 m/s, ege is 3 to 5 ]/s.

Using the same network partition algorithm NT-MST, we compare the tour length of anchors for APE [21], AS-DE, AS-
E [19], and DSBA [15]. APE selects anchors according to whether there are nodes in the cell. AS-E chooses anchors based on
the minimum energy of k hop neighbor nodes in network. DSBA selects anchors according to number of neighbor nodes

12
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Fig. 7. Path construction process of DC-WCV.
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Fig. 8. Comparison of tour length of anchors.

in network. Fig. 8 shows that when the number of the sensor is the same, the tour length of APE is the longest followed
by AS-DE, AS-E, and DSBA. This is because DSBA only measures sensor neighbor node number to select anchor. When
nodes are distributed densely, it may need fewer anchors to cover all nodes of the network. AS-E only takes energy as the
criterion to select anchor. When sensors’ energy has a large gap, selected anchors may be located in a remote location.
That will increase the tour length of anchors. Compared with the other two algorithms, AS-DE takes into account both
the density of the sensor and the energy of neighborhood nodes. It synthetically chooses nodes with higher density and
energy as anchors. Selected anchors may be remote in a dense area, resulting in longer anchors tour length. Difference
from the previous three algorithms, when the sensor nodes are sparsely distributed, APE will select most of the sensor
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nodes in the network as anchors, resulting in a long-distance to traverse all anchors. Network lifetime is measured by
the time duration from network operation start to the first node running out of energy. Fig. 9 shows that the network
lifetime is gradually prolonged with increasing mobile vehicle speed. This is because vehicles with higher speeds can
move to sensors faster to supplement energy for sensors in time. Besides, when the mobile vehicle speed is constant, the
network lifetime of EMPC is longer than that of WerMDG and PERDC. The reason is in WerMDG and PERDC, once the
charging request is sent by node except anchor, the charging node has to wait to be selected as an anchor to replenish its
energy. EMPC can not only supplement energy for anchor, but also charge wirelessly for charging node in a round. That
makes network lifetime extend. According to the equation (17) in [21], we obtain that the maximum operating period of
the PMCDC scheme is Tyyex &~ 141 hours, which is greater than the network lifetime of the above three schemes, indicating
that the PMCDC scheme can make the current network run for a long time, even forever.

Fig. 10 shows that more and more data is collected over time. This is because network sensors are always sensing
data, sending, and receiving data. Besides, the collected data amount of PMCDC algorithm is larger than that of EMPC,
WerMDG, and PERDC in different periods. This is because the PMCDC scheme needs to collect data from all nodes in each
tour. That makes DC-WCVs in PMCDC store more data than other schemes at the same time. Fig. 11 shows DC-WCV tour
length increases with time. This is because DC-WCV in the network is in the process of moving, receiving sensing data, and
supplying energy for nodes, except for supplying energy and transmitting data at the base station. DC-WCV tour length
increases with time. Also, DC-WCV tour length in the EMPC algorithm is less than that in PMCDC, WerMDG, and PERDC
in the same period. This is because EMPC needs to collect more data in the same period make DC-WCV stay longer, while
PMCDC, WerMDG, and PERDC need less time to collect data and relatively more time to move.

As shown in Fig. 12, DC-WCV consumes more and more energy to collect data over time. This is because network
sensors are perceiving data, sending, and receiving data all the time. The energy consumption of DC-WCV data collection
increases with time. Also, in the same period, the energy consumption of DC-WCV data collection under PMCDC is
significantly greater than that of EMPC, WerMDG, and PERDC. The energy required by DC-WCV for data collection can
be measured by the collected data amount. Thus, the energy consumption of DC-WCV data collection can be obtained
based on the collected data amount in Fig. 10. Fig. 13 shows that the energy consumption of DC-WCV radiofrequency
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supplement increases with time. This is because DC-WCVs are always in the process of moving, collecting data, and
energy replenishment. In the same period, the energy consumption of the radiofrequency supplement under the PMCDC
algorithm is significantly greater than that of EMPC, WerMDG, and PERDC. PMCDC algorithm can collect more data in the
same period, so that the total residence time of DC-WCV at anchors is longer than that of EMPC, WerMDG, and PERDC.
DC-WCV can provide energy for all nodes in the network in each tour. That makes DC-WCV in PMCDC can consume more
energy for the radiofrequency supplement.

In this paper, the maximum value of the total residual energy of sensors is close to 5000]. As shown in Fig. 14, except
for the PMCDC scheme, the total residual energy of rechargeable sensors in the network decreases gradually over time in
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other schemes. In the same period, sensors’ residual energy under the PMCDC algorithm is significantly larger than that
of EMPC, WerMDG, and PERDC. PMCDC algorithm can collect more data in the same period, so that the total residence
time of DC-WCV at anchors is longer than that of EMPC, WerMDG, and PERDC. DC-WCV can provide more energy for
all sensors in the network, which increases the total residual energy of rechargeable sensors. That makes sensor residual
energy of in PMCDC larger. Network energy consumption is the sum of energy consumption for dual-function vehicle
DC-WCV and sensors. It can be obtained by the difference between initial energy and residual energy of sensor nodes,
DC-WCV tour length, and energy consumption of collected data amount and radiofrequency supplement. As can be seen
from Fig. 15, network energy consumption increases with time. In the same period, the network energy consumption of
EMPC is less than that of PMCDC, WerMDG, and PERDC. Thus, EMPC is superior to other algorithms.

Since the DC-MCV has data collection and charging functions, the proposed scheme should consider the balance
between energy consumption and data collection. That is to say, the energy consumption by collecting unit data is also
the criterion to judge the performance of the proposed algorithm. The energy consumption by collecting unit data is
defined as the ratio of the total energy consumption of network by the amount of data collection. The smaller the value,
the better the performance of the algorithm. As shown in Fig. 16, the energy consumption by collecting unit data of the
same method is similar, but different methods are different. It can be seen from Figs. 10 and 15 that EMPC collects more
data than WerMDG and PERDC, but consumes less energy, which proves that EMPC has better performance. The amount
of data generated by sensors is the same in the same period. EMPC and PMCDC use different collection strategies, which
cause different amount of data collected. In general, the total amount of data collected by EMPC and PMCDC is similar.
Different anchor selection algorithms lead to different numbers of anchors. In EMPC, a few sensor nodes with high weight
are usually selected as anchors. In contrast, in PMCDC, the number of anchors selected is close to the number of sensor
nodes. This makes the length of each tour in PMCDC much longer than that in EMPC. The mobile energy consumption
of DC-WCV is the most important part of network energy consumption. That means the network energy consumption
of PMCDC is much higher than that of EMPC. This proves that compared with PMCDC, the energy consumption of EMPC
collecting unit data is lower. Therefore, the performance of EMPC is better than PMCDC in balancing energy consumption
and data collection.
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6. Conclusion

This paper studies data collection and wireless charging based on the dual-function vehicle in WRSN. Under the
constraints of battery energy, buffer pool size, and sensing data delay, the problem of minimizing network energy
consumption is translated into DC-WCV mobile path planning problem. EMPC algorithm is proposed to solve this problem.
EMPC consists of three phases: adaptive network partition, anchor selection, and path construction. Firstly, an adaptive
network partitioning algorithm based on the minimum spanning tree is proposed to divide the network into several
regions. In the anchor selection phase, EMPC selects anchors based on the density and energy of sensors to collect sensing
data in its coverage area. Finally, EMPC designs an efficient DC-WCV moving path for anchors and charging nodes to
achieve optimization object. Compared with existing algorithms WerMDG and PERDC, experimental results show that
EMPC can not only effectively reduce network consumption, but also prolong network lifetime and improve collected
data amount. Moreover, EMPC performs better than PMCDC in balancing data collection and energy consumption.
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